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Some of the basic problems in cohort analysis 
were delineated and a suggested approach was pre- 
sented in Mason, Mason, Winsborough and Poole 
(1973). Some of the same problems were dealt 
with in a somewhat different framework by Riley, 
Johnson, and Foner (1972). The present article 
attempts to deal with the problem of separating 
Age, Cohort, and Period effects in cohort analy- 
sis by respecifying the variables, then presents 
an example of the proposed approach. 

Cohort Analysis. A cohort is a group of individ- 
uals, areas, families, or other units of obser- 
vation that were similar on some specified 
characteristic at some point in time. The most 
frequent usage of the term is as a birth, or age, 
cohort -- those individuals born in a particu- 
lar year or time period. However, one might have 
a marriage cohort made up of all individuals who 
were first married during a certain year, a labor 
force cohort made up of all individuals who first 
sought work during a certain year or time period, 
or even a census tract cohort made up of census 
tracts that first exhibited some specified char- 
acteristic at a particular point in time. In 
cohort analysis this group, homogeneous with 
respect to some characteristic at a specified 
point in time, is "followed" over the years sub- 
sequent to the time when it was identified as a 
cohort. Other cohorts that exhibited the rele- 
vant characteristic at different points in time 
are also "followed," and comparisons are made 
within cohorts, between cohorts, and at particu- 
lar points in time. 

Utility of Cohort Analysis. Norman Ryder (1964, 
1965, 1968) has made a sound case for the value 
of examining social change by cohorts. This leads 
to a better understanding of the phenomena than 
does the examination in cross -section. In fact 
examination by cross- section may be misleading. 
If, for example, one looks at median income by 
age one sees the medians increasing with in- 
creasing age up to about ages 40 or 45 and then 
decreasing with further increases in age. This 
has led to the conclusion that people reach their 
maximum earning capacity sometime in their 
forties and are likely to have declining earnings 
after that. An examination of median earnings 
by cohorts indicates that median earnings con- 
tinue increasing throughout the labor force 
history or at least until beyond age 60. At a 
particular point in time people aged 55 may have 
lower median earnings than those aged 45, but 
their earnings at age 55 are higher than they 
were when they themselves were 45, ten years 
earlier. This can be seen only with examina- 
tion of the data by cohorts. 

Previous Specification of Relevant Variables in 
Cohort Analysis. Most works in cohort analysis 
have accepted the specification of the relevant 
variables as Age, Period, and Cohort effects. 
The Age Effect is the change in the relevant 
variable with increasing age. The Period Effect 

is the change in the relevant variable across all 
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ages at a particular point in time associated 
with some societal event such as a recession, 
sudden inflation, a war, etc. The Cohort Effect 
is the differences in level of the relevant var- 
iable from one cohort to the next. 

These sources of variation seem to be conceptually 
distinct but, as ordinarily defined, are not 
mathematically independent because if any two of 
these variables are known the third is determined. 
One of the best analyses of this situation and 
one of the best proposals for separating these 
three effects was that made by Mason, et. al. 

(1973). They point out that the technique they 
suggest cannot be expected to yield meaningful 
results unless the investigator also utilizes 
relatively strong hypotheses about the nature of 
these effects. The results obtained by investi- 
gators using the method suggested by Mason et. al. 

(1973) have, in general, not been too useful be- 
cause this point has been ignored. (See Glenn, 
1975.) A respecification of the relevant var- 
iables seems to be due, and one proposal for this 
is the basis of the present article. 

RESPECIFICATION OF RELEVANT VARIABLES 

If further progress is to be made in cohort analy- 
sis it would seem that the relevant variables 
must be more precisely defined. Ideally the 
specification would make possible the separation 
of Age, Period, and Cohort Effects but should 
also be based on an underlying reasonableness. 
The following identification of these variables 
not only seems to build on an underlying rea- 
sonableness but gives mathematical specifications 
for the variables. 

The approach followed is to separate, by defini- 
tion, the variables from their effects. Age, 
Cohort and Period are inextricably confounded 
since Age plus Cohort equals Period. However, it 

seems possible to define the effects of these 
variables in such a way as to be independent, 
especially if we specify a certain priority among 
them. 

Age Effect. The Age Effect not only seems -to be 
clear conceptually but would seem to occupy a 
certain primacy among the various effects because 
it is so omnipresent. Increasing age is the 
essential characteristic of a cohort, and vir- 
tually all dependent variables change with in- 
creases in age. Riley et. al. (1972) documents 
the basic importance of age in our society, not 
only as a variable, but as a basis for stratifica- 
tion. The age effect is therefore defined in 

traditional fashion as the changes in the depen- 
dent variable associated with increases in age of 
a cohort. 

In virtually no dependent variable is there any 

reason for assuming that the age effect is con- 

stant at all ages. In general the age effects 

should be assumed to be nonlinear, the exact 

form dependent on the dependent variable under 



consideration. Age effects exist within cohorts 
and should not be assumed to be the same from 
one cohort to another. 

The observations of a dependent variable made on 
the members of a cohort at increasing ages form 
a time series of observations. These are not 
independent observations, and if the time in- 
terval (the different ages) at which observa- 
tions are made is sufficiently reduced, the re- 
lationship forms a smooth curve. Thus the age 
effect is defined mathematically as the slope of 
the curve fitted to the set of observations 
made at different points in time (at different 
ages) for a specified cohort. If we take 

Y = f(AIC) 

which indicates that the dependent variable is a 
function of age for a specified cohort, then the 
age effect can be defined as 

Age Effect, EA f'(AIC) 

which in words says that the Age Effect is the 
derivative, or slope, of the mathematical 
function relating the dependent variable, Y, to 

age for a specified cohort. 

Important assumptions in the above definition 
are that the function is continuous and reflects 
the pattern of changes in Y with increasing age. 
It is possible to develop "pathologic" situa- 
tions in which the function is discontinuous, 
but these are rare or nonexistent in real life. 
If every person were required to retire at pre- 
cisely age 65, then a discontinuity would result 
at that point; however, even then we might not 
observe a discontinuity if observations were 
being made on age groups. 

It is also important that the above definition 
assumes that the function, f(AIC), reflects the 
pattern of changes in Y with increasing age. 
This is always a problem in the analysis of time 
series -- to extract the trends without allowing 

perturbations to disturb the trend but also with- 
out ignoring perturbations that might be re- 
flecting "real" effects or changes in trend. 

This problem is recognized along with the sub- 
jectivity which is involved in efforts at its 
solution. As Mason et. al. (1973) points out, 

the investigator must utilize relatively strong 
hypotheses about the substantive material under 
study in order to come out with meaningful find- 
ings. We will not discuss this problem further 

at this point but will come back to it later be- 

cause we assume that the period effects which 
we are trying to identify are the cause of some 

of these perturbations or deviations from 

pattern. 

We have defined Age Effect as the first deriva- 

tive of the function relating the dependent var- 

iable to Age in a specified cohort, and have 

pointed out that this function should be taken 

as nonlinear. The exact nature of the function 

should ideally be developed from theoretical 
notions about the relationship between the de- 

pendent variable and age. The development of 
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functions which can be theoretically justified 
is an important area of research and should not 
be looked upon as simple empirical curve -fitting. 
A good fit to any curve can be obtained with the 
use of Fourier Series, but theoretical sense can 
be made of the result only in certain areas of 
electronics. The use of regression equations is 

"curve- fitting ", but rarely is any thought given 
to the appropriateness of the usual assumption 
of linearity. Efforts must be made to associate 
mathematical form with substantive theory. 

There are situations, however, where a good 
fitting mathematical curve is useful even when 
it has no basis in substantive theory. If the 

mathematical equation fits the observations very 
closely, it may be used as a convenient descrip- 
tion of the data, and information about the data 
may be abstracted from the mathématical equation 
more easily than from the observations. In such 

situations it should be kept in mind that the 
mathematical equation is a description of the 
observations and it would be dubious to use it 

for extrapolation beyond the range of the obser- 
vations. In the example given in the latter 

part of this paper, the mathematical equation is 

taken as a description of the observations from 
which information may be abstracted. No attempt 

is made in this example to develop a theoreti- 

cally justifiable mathematical form. 

Cohort Effects. Cohort Effects are usually re- 

ferred to as the differences between cohorts, 

and in Mason et. al. (1973) are assumed to be a 

constant level of difference between cohorts in 
the dependent variable. Following the manner 

in which age effects were defined, we define co- 

hort effects as the change in the dependent var- 

iable as one moves from one cohort to the next 

at a specified age. In symbols, if 

Y f(CIA), 

then the Cohort Effect is AY for two successive 

cohorts at a specified age. 

At this point it is not assumed that the func- 

tion, f(CIA), is necessarily continuous. We 

assumed that f(AIC) was continuous because ob- 

servations in a cohort at successive ages are 

not independent and may theoretically be taken 

at infinitesimally close intervals. A similar 
line of reasoning may be utilized if we consider 

theoretically narrow cohorts, say only one day 

in width rather than the usual 5 or 10 years. 

Given the stability of the social structure and 

the social interaction of individuals of similar 

ages, it is reasonable to assume that a charac- 

teristic of individuals who are some specified 

age today, say 34, will not differ significantly 

from the same characteristic of individuals who 

were 34 yesterday or those who will be 34 to- 

morrow. Thus, we now assume continuity of the 

function f(CIA) for all ages. If 

Y = f(CIA) 

is a continuous function for all ages, then the 

Cohort Effect can be defined as 



Cohort Effect, E = f'(CIA). 
C 

In words, the Cohort Effect is the derivative, 
or slope, of the function relating the dependent 
variable to Cohort for a specified age. 

This definition does not imply that the cohort 
effect between two cohorts is constant for all 
ages, nor does it imply that the cohort effect 
is constant between all cohorts at any given 
age. Just as thought needs to be given to the 
nature of the association between the dependent 
variable and age, so thought needs to be given 
to the nature of the relationship between the 
dependent variable and cohorts. This is the way 
a particular characteristic is changing over 
time for a specified age group in society. In 
fact, this definition of Cohort Effect can be 
considered an operational definition of one 
aspect of social change.- The mathematical form 
describing this relationship should be developed 
on the basis of our theories of social change. 
Again, the substantive implications of the mathe- 
matical form should be examined for reasonable- 
ness. If the mathematical form chosen is a 
polynomial of second degree with respect to co- 
hort, this implies that the cohort effect will 
change between successive pairs of cohorts but 
that the change will be by a constant amount. 
For example, school enrollment of individuals 
aged 20 -24 may well be expected to be higher 
from one cohort to the next, but do we expect the 
increase to be by a constant amount or do we ex- 
pect the proportion enrolled to increase but by 
decreasing amounts as the level approaches 100 
percent? It is important to consider the sub- 
stantive implications of the mathematical form 
and to derive the mathematical form from theo- 
retical considerations if possible. For purely 
descriptive purposes, however, an empirically 
fitted mathematical function can be useful. 

Age and Cohort Interaction Effects. If f(CIA) is 

continuous for all Ages, and if f(AIC) is con- 
tinuous for all Cohorts, as assumed above, then 

it follows that 

Y = f(A,C) 

is a continuous function. This function may be 
visualized geometrically as a nonlinear surface 
above an Age by Cohort base in which the height 
of the surface above the base at a particular 
point is the value of the dependent, or relevant, 
variable for that particular Age and Cohort 
combination. The slope of this surface in any 
plane perpendicular to the Age axis is the Co- 

hort effect at that point, and the slope of the 

surface in any plane perpendicular to the Cohort 
Axis is the Age effect at that point. In sym- 

bols we can define the age and cohort effects on 
the basis of the function. 

Y = f(A,C) 

Age Effect EA = 

Cohort Effect = EC = 
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Another important aspect which can be examined 
within this formulation is the change in age 
effect from one cohort to another. This is the 
same as the change in cohort effect with in- 
creasing age but is perhaps easier conceptu- 
alized as the changing age effect over time. Is 
the rate at which white females are leaving the 
labor force between the ages of 25 and 26 in- 
creasing or decreasing? The answer to this 
question is called the Age and Cohort Interac- 
tion Effect and is defined as 

ay 
Age and Cohort Interaction Effect ESC = 

The changes in Age Effect from one time period 
to another can be taken as the measure of another 
aspect of social change. 

The identification of this interaction between 
age and cohort effects provides additional in- 
formation in cohort analysis. If the direction 
of this interaction effect follows a pattern for 
all ages at a particular point in time, then it 
might be identified as a period effect, because 
it would seem reasonable to attribute it to some 
social event happening at that time. The social 
event has upset the regular pattern of age and 
cohort effects and thus has caused the cohorts 
to change with respect to the variable being 
studied. These Age by Cohort Interaction Effects 
are important in their own right and may or may 
not be identified as one aspect of Period 
Effects, which are discussed next. 

Period Effects. In studying social change the 
effects associated with aging, and the historical 
effects over time associated with cohort effects, 
are felt to be of primal importance. The Period 
Effects are defined as those changes in the de- 
pendent variable caused by some event or events 
at a particular period in time that cause transi- 
tory departures at all ages from the established 
age and cohort patterns. It is not specified 
that the effect is the same at all ages.2 

It has been indicated above that if the inter- 
action effect follows a pattern for all ages at a 

particular point in time, it may be identified as 
a period effect since Period Effects are defined 
as departures at all ages from the established 
Age and Cohort patterns. 

Period effects may take a different form. They 
may occur as consistent deviations from the Age 
and Cohort patterns established by the function 

Y = f(A,C). The identification of Period Effects 
may be onde from an examination of the devia- 
tions from the surface described by Y = f(A,C), 

at a particular point in time. On the basis of 

substantive knowledge of the dependent variable 
and on the basis of the deviations, one begins to 
formulate ideas as to the nature of the Period 
Effects one is trying to identify. 

There are several sorts of Period Effects that 

one can identify theoretically, and the search 
procedures will vary depending on the nature of 

the Period Effect. For example, if the dependent 
variable is income, one might imagine a recession 
causing a drop (or slackening in increase) of 



median incomes at all ages, and thus a trough 
effect. If the mathematical form fitted to the 
surface is quite complex, it may fit into this 
trough and deviations from the surface will not 
help in identifying it. However, if the mathe- 
matical form is not too complex and the longer 
term, more stable, pattern is followed by the 
surface, the deviations for this point in time 
will all be negative. A peak effect might be 
similarly identified with positive deviations. 

If the Period Effect is in the nature of rapid 
inflation, one may have a cliff effect where the 
median incomes rise sharply at that point in 
time for all ages and then continue on their 
previous trend but at a higher level. This 
type of period effect will be more difficult to 
identify from deviations because it will change 
the overall slope of the basic pattern, causing 
negative deviations on one side of the "cliff" 
and positive deviations on the other side. 

If the surface, f(A,C), were not fitted by ordi- 
nary least squares but by the least absolute 
value approach or a related technique (see Arm- 
strong and Frome, 1976 and in press, and Tukey, 

1977), the Period Effects as defined here would 
be more easily identified. A case could also be 
made that the Age and Cohort Effects, as defined, 
would be more meaningful because of the surface's 
conformity to "pattern ". Some of the possibili- 
ties in this direction are being explored. 

A computer plot of the observed data over an Age - 
by- Cohort base may be useful in identifying 
Period Effects. Since period effects may be of 
several different sorts, there is probably no one 
best technique for identifying them. This is 

consistent with our general view of reality. 
Events happening at a particular point in time 
are of a wide variety of sorts and can produce a 
variety of consequences so that no one particu- 
lar type of pattern can be expected as a Period 
Effect. 

One might object to the proposed definition of 
Period Effects on the basis that all Period 
Effects aren't apparent at the time of the 
causative factor. The Depression, for example, 
had effects on children growing up at that time 

that were not exhibited until later in life. 
In the system proposed here, such effects become 

identified as cohort effects or age by cohort 

interaction effects. Period effects as defined 

here are the consequences of those events which 

have a relative transitory effect across all 
ages. 

ILLUSTRATIVE EXAMPLE 

The dependent variable examined in this illus- 
tration is the labor force participation of white 

females as measured by percent in the labor 
force. The data are for the period 1940 through 
1970. The cohorts are five year age groups 
identified by the year in which they were 20 -24 
years of age. The group 45 -49 in 1940 is de- 
fined as cohort 15 since they were 20 -24 years 
old in 1915. Age is taken as the midpoint of 

the five year age interval. The basic data are 
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shown in Table 1. 

Since the purpose of this illustration is to 
demonstrate the sorts of descriptive information 
that can be extracted from a set of observations 
by use of the approach suggested above, no 
effort is made to develop a mathematical ex- 
pression on the basis of substantive theory. So 

long as the expression for f(A,C) fits the ob- 
servations closely, the derived information can 
be taken as descriptive of the original data. In 

this illustration f(A,C) is taken as 

f(A,C) = a +b1C + b2A + b3A2 + b4A3 + b5C2 + b6AC 

+ b7A2C + b8A3C + b9AC2 + b10A2C2 
b11A3C2 

This expression was fitted to the observations of 
Table 1 by ordinary least squares with a result- 
ing multiple correlation of .984. This high 
correlation indicates that we have achieved a 

fairly accurate description of the original ob- 
servations and can place some confidence in the 
derived descriptive information. The high 
multicollinearity and the lack of substantive 
theory used in developing the polynomial form 
indicate that we should not attempt to attach 
meanings to the specific values of the regres- 

sion coefficients. Partial derivatives of the 
expression f(A,C) were evaluated at five year 
Age and Cohort intervals to produce the values 

of Age, Cohort, and Age by Cohort Interaction 

Effects shown in Tables 2, 4 and 5. If f(A,C) 

had been developed on the basis of substantive 
theory, we might have computed valued for years 
yet to come and a comparison of these projections 
with actual observations would become a test of 
the theory underlying the model. 

Age Effects. The data of Table 2 show that re- 

cent cohorts of white females start reducing 
their labor force participation about age 55 and 
that this age has been declining. The cohort of 

1910 for example didn't start reducing its labor 
force participation until about age 60. Also 

the rate of withdrawal from the labor force after 

these ages has been increasing in more recent 

cohorts; the cohort of 1910, for example, at age 

62.5 was reducing its labor force participation 
about half a percentage point with each increase 

of one year in age while the cohort of 1930, at 

the same age, was withdrawing from the labor 

force by nearly three percentage points with each 

year increase in age. This is doubtless due to 

Social Security and the increasing number and 

quality of retirement plans. 

Given the mathematical formulation it is possible 

to make estimates of the age at which each white 

female cohort begins reducing its labor force 

participation. This is also, of course, the 

point of maximum participation. For selected 

years between 1940 and 1970, it was determined 

which cohort was at its maximum point at 

the specified year, the age of the cohort at 

that point, and the level of labor force par- 

ticipation. (Cohorts one year in width were 

utilized in this exercise.) The results are 

shown in Table 3. The data of this table 

suggest that the age of maximum labor force 



participation for white female cohorts has been 
declining but seems to be stablizing at about 
age 54. 

The age effects in Table 2 show that among white 
females the age effects are negative at younger 
ages and then become positive somewhere before 
age 35. This is the "labor force drop -out" of 
white females during childbearing ages. Table 
2 indicates that the age at which this drop -out 
stops, a point of minimum labor force participa- 
tion, has been declining. The cohort which had 
reached its minimum point in each of selected 
years was determined and the age and labor force 
participation at that point was computed. The 
results are shown in Table 3 along with the maxi- 
mum points. This estimated age of minimum labor 
force participation has declined from 37 in 1940 
to a little over 25 in 1970, and if the pattern 
continues future cohorts of white females will 
not show a "labor force drop- out ". This changing 
pattern is the result of several factors -- 
declining fertility, increasing childlessness, 
and increasing pressure for development of 
maternity policies that do not require females to 
withdraw from the labor force during the child 
bearing years. 

Cohort Effects. Table 4 shows us that the co- 
horts of 1940, 1945, and 1950 had negative co- 
hort effects at age 22.5. Thus we can say that 
the proportion of white females in the labor 
force at age 22.5 declined from 1940 through 1950 
but started increasing between 1950 and 1955 and 
by 1970 was increasing by approximately one and 
three fourths percentage points a year. Table 4 
shows us that except for younger females in 
earlier cohorts the labor force participation of 
females at all ages has been increasing between 
1940 and 1970. This table also shows that below 
age 40 this increase has been at an increasing 
rate but above age 40 the amount of increase 
each year has been declining. This suggests 
that there might be a plateau for level of white 
female labor force participation at various 
ages. At the oldest age, 62.5, the increase in 
labor force participation has been by approxi- 
mately two thirds of a percentage point a year 
and increasing very slightly. 

Age by Cohort Interaction Effects. Table 5 shows 

the change in cohort effect per year increase in 
age, or what is the same thing, the change in 
age effect at a given age from one cohort to the 

next. At all ages under 30 these interaction 
effects are positive which means that the change 
in white female labor force participation per 
year increase in age is changing in a positive 
direction from one year to the next. Those 
white females who were 22.5 in 1945 were drop- 
ping out of the labor force by nearly three per- 
centage points with each year increase in age, 
but this positive interaction term tells us that 
this rate of change was becoming less negative 
(more positive) with each succeeding year. The 

change in labor force participation with increas- 
ing age has been becoming more positive with 
each succeeding year for all white females under 
30 during the period 1940 through 1970. 
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If we look at ages over 50 we find the inter- 
action terms all negative. The rate at which co- 
horts over 50 are changing their labor force 
participation with increasing age has become less 
positive with each succeeding year. Women at 
52.5 are still increasing their proportion in 
the labor force with each increasing year of age, 
but from year to year in time the amount of in- 
crease is less. Since females over 55 are drop- 
ping out of the labor force with increasing age, 
this negative interaction effect means that each 
succeeding year in time they are withdrawing 
from the labor force at increasing rates. 

Period Effects. Table 6 shows the deviations be- 
tween the observed points and the surface des- 
cribed by the regression polynomial. These dev- 
iations are arranged by time periods because the 
most likely sort of period effect would result 
in nearly all positive (or negative) deviations 
at some point in time. The data of Table 6 show 
no indication of a period effect although it is 
possible that if some method other than least 
squares had been used to fit the regression sur- 
face, a period effect might have shown up. 

Limitations. The utility of the method out- 
lined and illustrated is still to be fully ex- 
plored but it would appear to be fruitful for 
variables such as labor force participation, 
income, etc. The development of mathematical 
forms with substantive meaning will doubtless 
pose problems but may stimulate more rigorous 
thinking on the nature of age and cohort effects. 
Two different mathematical forms, each of which 
correlates with the observations as closely as 
the example above, will probably yield similar 
interpretations, though one may provide more 
meaningful projections. This approach would not 
seem particularly applicable to a variable such 
as fertility where for most individuals the 
relevant value of the variable is its cumulative 
value. However, a cumulative measure of fer- 
tility might be used with a generalized Pearl - 
Reed Growth curve as the mathematical form. (An 

analogous situation would be trying to study mean 
or median income in a cohort when the variable 
that was most relevant to each individual was the 
total earned since birth, with individuals 
stopping work when a certain grand total had 
been earned.) A careful examination of a comput- 
ter drawn perspective plot of the original ob- 
servations or of the surface described by the 
basic regression equation might yield many of the 
same interpretations made from Tables 2 -6, but 
the actual magnitude of the changes taking place 
would not be known. 

Conclusions. Definitions of age effects, cohort 

effects, and age by cohort interaction effects 
have been developed in mathematical form for use 
in cohort analysis. Period effects have been 
defined independently of these and suggestions 
have been made for identifying period effects 
depending on their nature. The method has been 
illustrated utilizing the labor force participa- 
tion of white females for the period 1940 through 

1970. The approach suggested seems to offer 
real possibilities for use in cohort analysis. 

The approach also points up the need for contin- 



uing exr.mination of the relationship between 
substantive theory and mathematical form. 

FOOTNOTES 

1This suggested operational definition of 
social change is subsumed under that suggested 
by Ryder (1964). He says "The definition of 
social change prompted by these considerations 
is the modification of processual parameters 
from cohort to cohort." (p. 461) His discussion 
indicates that he includes "short -run change," 
which he identifies with a "period- specific 
event," along with "long -run change," which "is 
characterized by differences in functional form 
from cohort to cohort other than those betraying 
the characteristic age pattern." The definition 
of social change suggested by the present author 
is not identifical to Ryder's "long -run change" 
but is closely related. 

2This point of view is similar to that of 
Ryder (1964) in his discussion of short -run 
changes. ". . . the manifestation of a period - 
specific event or situation that 'marks' the 

successive cohort functions at the same time, 
and thus at successive ages of the cohorts in 
question. Frequently such manifestations take 
the form of fluctuations, in the sense that a 

counteracting movement occurs subsequently, 
which erases the impact of the situation in the 
eventual summary for the cohort." (p. 462) 
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Table 1. Percent of White Females in the Labor 

Force by Age and Cohort, 1940 to 1970. (Cohorts 

identified by year in which members were 20 -44.) 
Age 

hort 35/39144,41 45/91 

1970 56.4 
1965 55.91 
1960 44.8 143.7i 

1955 33.5: 142.1 
1950 '43.6 '33.51 49.0 
1945 31.3: ;38.5' 52.2 
1940 145.7 129.11 43.9' 

1935 34.2' ;32.1' 46.4 
1930 29.1 34.9 
1925 26.1 33.6 
1920 24.0 

1915 21.9 

1910 
1905 

5 

51.5 
,47.1 

45.1 35.9 

60,04 

39.1 
29.8 29.0 

25.2 

19.8 20.0 

17.4 

1900 L 3.9 
Table 2. Age Effects by Age and Cohort foi Tabor 
Force Participation of White Females, 1940 to 1970. 

(Age effect is the percentage points change in la- 
bor force participation per year increase in age.) 

Age 

Co- 

hort 22.5 27.5 [32.5 32.5 42.547.5 52.5 57.5 62.5 

1970 .02 
i 

1965 - .42 .17' 

1960 - .94 .06 .74 

1955 -1.53 -.16i .78 1.31 
1950 -2.21 -.501 .71 1.40 1.58! 
1945 -2.97 -.941 .50 1.37 1.6411.341 
1940 -3.811-1.501 .18 1.21 1.61 1.371.49 
1935 -2.161-.27 .94 1.48 1.341.52 -.97 
1930 .55 1.24i1.24'.55 -.85 -2.94 
1925 .03 .9111.09;.57 -.66 -2.58 
1920 .48! .87.58 -.40 -2.06 
1915 .59 .59 -.07 -1.38 
1010 .59 .32 - .55 

1905 .78 .44 

1900 1.59 

Table 3. Estimated Ages of Minimum and Maximum 
Labor Force Participation Between Ages 22 and 65 
for White Female Cohorts, and Percent in Labor 
Force at those Points for the Period 1940 -1970 

Year 
Minimum point Maximum point 

Age Percent Age Percent 

1940 
1945 

37.0 

33.8 

26.7 

28.3 

1950 31.5 29.9 56.8 28.5 

1955 29.8 32.4 55.5 36.2 

1960 28.2 37.1 54.8 42.6 

1965 26.8 44.5 54.5 47.8 

1970 25.4 53.5 54.4 52.2 

Note: The maxima and minima are for cohorts, not 

for years. The cohort of white females that enter- 
ed the labor force about 1916 reached maximum la- 
bor force participation at age 56.8 in 1950, their 

maximum being lower than the minimum labor force 
participation of the cohort that entered the la- 

bor force about 1941 and reached a minimum at age 
31.5 in 195:!. 

Tables 4 -6 are available from author: Dept. of 

Sociology, University of Texas, Austin, Tx. 78712. 


